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The Lightwave Energy-Efficient Datacenter (LEED) project within the ARPA-e ENLITENED program is devel-
oping novel energy-efficient multichannel lightwave networks. These networks are enabled by a new optical
“rotor” switch that can reconfigure the network topology in less than 20 µs and a field-programmable-gate-array-
based network interface controller called Corundum that can provide precise network-wide synchronization of
packets admitted into the lightwave network. Here we review the optical networking research within LEED and
discuss future directions. © 2020 Optical Society of America
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1. INTRODUCTION

The steady growth in computational bandwidth in datacenters
and high-performance computers drives an ever-increasing
need for networking bandwidth. Energy efficiency is increas-
ingly difficult to maintain as these systems scale, a challenge
that is exacerbated by the impending scaling limits of elec-
tronics. The Lightwave Energy-Efficient Datacenter (LEED)
project within the ARPA-e ENLITENED program aims to
address this issue by replacing today’s electronically switched
networks with a higher-bandwidth, energy-efficient, opti-
cally switched network. The goal of the optical networking
research within the LEED project is to develop technologies
that can lead to datacenter energy-efficiency improvements
by tightly integrating: (a) an energy-efficient scalable optical
circuit-switched architecture that has a deterministic, scal-
able distributed control plane and (b) a low-loss, scalable,
rate-agnostic optical “rotor” switch. The combination of
these technologies has the potential to provide substantial
performance and energy-efficiency improvements compared to
cost-comparable conventional networks.

2. BACKGROUND

There has been over a decade of extensive research on optical
networking for datacenters. Numerous devices with impressive
performance have been developed that vary in port count,
switching speed, and insertion loss. (For a review, see Chapter
14 of [1].) Yet, despite this impressive research record, optical
networking architectures that react on a per-flow or per-packet

basis have not been deployed. In this background section, we
provide a brief discussion of the necessary conditions for the
practical implementation of an optical circuit switch (OCS)
and how the work within the LEED project addresses these
issues.

A. Electrical Packet Switching and Optical Circuit
Switching

All networked switches, either electrical or optical, have a con-
trol plane that controls the state of the switch and a data plane
over which the data is routed. Ideally, the speed of the control
plane is matched to the rate of changing traffic demands in the
data plane. For example, a large port-count, millisecond-speed
OCS such as a 3D beam-steering micro-electromechanical
systems (MEMS) switch is well matched to the speed of a
software-defined network (SDN). For this kind of network,
the network reconfiguration is derived from time-averaged
or anticipated datacenter workloads with changes occurring
on time scales ranging from minutes to months. This kind of
dynamic network provisioning or topology management does
not require “reactive” optical switching because the state of
each switch does not react to individual packets or flows.

The control plane for a reactive OCS, which dynamically
reconfigures based on per-flow or per-packet information,
requires several network elements similar to those of an elec-
trical packet switch (EPS). To understand these network
elements, consider a basic EPS as shown in Fig. 1(a).

The incoming packets to be routed are converted from the
optical domain into the electrical domain in fixed data-rate
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Fig. 1. (a) Electrical packet switch and (b) optical circuit switch. The elements within a switch are shown within the dashed red line (adapted
from [2]).

transceivers and then queued in an electronic buffer at an input
port to the switch. The header of each packet is read, and a
local switch configuration is calculated that routes each input
packet to an appropriate output port [3]. The buffering, cross-
bar switching, and synchronization are done locally within the
switch enclosure, which is represented by the red dashed line in
Fig. 1(a).

Now consider the optical switch shown within the red
dashed line in Fig. 1(b). In this case, several other network ele-
ments are required for a reactive control plane that are not local
to the optical switch. For example, the buffers that contain the
data to be routed by the optical switch are not local because
current practical optical switches cannot store packets in the
optical domain. Further, practical optical switches cannot read
packet headers and thus cannot make local routing decisions.
In other words, optical switches simply create light paths or
circuits between input ports and output ports.

Because it does not require the transceivers or electronics
needed for an EPS, an OCS is rate agnostic in the sense that
the data rate is limited only by the spectral bandwidth of the
switch’s constituent optical components. However, the lack of
local buffers and packet inspection means that the state of every
OCS in the network must be determined by a global control
plane. Such a control plane could set the state of every switch
in the network using information collected from each network
end point or, alternatively, use a predetermined schedule of
switch states. In either case, the data transmissions from all
end hosts must be synchronized so that data follow the correct
paths through the switches. At the physical layer, precise syn-
chronization of the data plane to the control plane must ensure
that the data are sent when the switches are in the correct state.
Depending on the switching speed, they may also require
burst-mode receivers [4,5].

The technologies used for optical switching can be com-
pared using the metrics of port count, switching speed,
crosstalk, and loss. Large port-count switches are desir-
able from an architectural perspective because they lead to
“flattened” networks with fewer hops between end points.
Low-loss, low-crosstalk switches can use commercial off-
the-shelf (COTs) transceivers without the need for optical
amplification. Faster switches can serve quickly changing
network traffic conditions more efficiently.

Switches based on silicon photonics [6] have fast switch-
ing speeds but are currently limited in port count because of
crosstalk and polarization-dependent coupling loss. MEMS-
actuated-waveguide switches [7] balance switching speed
and port count, scaling to hundreds of ports with low on-
chip loss and excellent crosstalk. However, as planar devices,
they still must address the non-negligible, and typically
polarization-dependent, coupling loss.

Larger port-count switches with lower overall fiber-to-fiber
loss can be built using non-planar free-space technologies based
on piezo-electronic actuation [8] or 3D beam-steering MEMS
[9,10]. These technologies have switching speeds measured in
tens of milliseconds. These commercially available switches can
be used in conjunction with software-defined networking to
reconfigure the overall topology on long-duration time scales
to match the time-averaged or anticipated datacenter work-
loads. However these switches cannot dynamically reconfigure
the network on the time scale associated with an individual
flow of packets or an isolated packet.

The optical networking research within LEED is based on
a different kind of optical “pinwheel” rotor switch, which is
described in Section 6. Similar to existing 3D MEMS and
piezoelectric switches, the rotor switch can use COTS trans-
ceivers and has the potential to be scaled to thousands of ports
[11]. This enables the development of large-scale flattened net-
works using standards-based optical interconnect technology.
However, in contrast to commercial optical switches, the rotor
switch is about three orders of magnitude faster. In comparison
to polarization-sensitive planar-switching technologies such
as MEMS-actuated-waveguide switches or silicon-photonics-
based switches, the rotor switch is slower, but has lower overall
loss and does not require polarization diversity.

B. Organization of the Paper

The unique combination of switch speed, switch loss, and
switch port for a rotor switch has enabled the development
of two novel architectures called RotorNet and Opera.
Accordingly, the optical networking research within the
LEED project presented in this paper is organized as follows.
In Section 3, the RotorNet architecture [2] is presented. This
is a parallel optical network that uses optical “rotor” switches
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and a fixed time-division multiple access (TDMA) schedule to
provide a known sequence of direct connections between all
network endpoints over time.

Section 4 discusses the Opera architecture [12], which
can be viewed as an extension of RotorNet. This architecture
specifies that the time sequence of connectivity be a sequence
of expander graph topologies. This ensures that every end
point has an “open” (albeit indirect, or multi-hop) network
connection to every other end point at every time instant.
These “open” connections allow latency-sensitive packets to be
forwarded immediately without waiting for direct connections
to occur in the schedule.

Section 5 discusses the precise synchronization of the data
plane to the control plane to ensure that data flows are sent
when the optical switch is in the correct state. This synchro-
nization is accomplished using a field-programmable gate
array (FPGA)-based network interface controller (NIC) called
Corundum [13].

The first five sections provide background for several new
results presented in Section 6, which describes the devel-
opment of a “rotor” switch and the use of Corundum to
characterize its performance. These new results include a novel
characterization tool for connection-level bit-error-rate (BER)
measurements of an optical switch and running a standard
Linux performance tool called iperf over RotorNet using
commercially available transceivers. Finally, Section 7 discusses
future work and provides a conclusion.

3. ROTORNET ARCHITECTURE

RotorNet is a parallel optical network designed to over-
come the challenges of optical circuit switching discussed in
Section 2.A. RotorNet avoids centralized scheduling because it
does not attempt to reconfigure the optical switches to match
network traffic conditions. Instead, each switch independ-
ently rotates through a predetermined, fixed set of network
configurations in a round-robin fashion. Because the network
configurations are predetermined, RotorNet completely elim-
inates the need for a centralized control plane and does not
require demand estimation, schedule computation, or schedule
distribution.

RotorNet has bounded delivery time and bounded host
buffering requirements and is robust to link and switch fail-
ures. The network configurations are physically implemented
via rotor switches. The design and characterization of a rotor
switch are discussed in Section 6.

A. How RotorNet Works

In RotorNet, an individual network end point, which may be
a top of rack switch (ToR) or a server, is connected to multi-
ple rotor switches via separate uplinks. Each rotor switch
cycles through a small set of network configurations—called
“matchings”—in a round-robin manner, irrespective of instan-
taneous traffic demands, as shown in Fig. 2(a). Let NR denote
the total number of end points in the network, which for
simplicity is taken to be a ToR. While there are NR ! possible
matchings between ToRs, only NR − 1 matchings are required

Fig. 2. (a) RotorNet cycles through Nm fixed network configu-
rations or matchings in a round-robin fashion. (b) Total number of
required matchings NR − 1 to achieve full connectivity is distributed
across Nsw rotor switches (from [2]).

to achieve full connectivity between ToRs. With NR − 1 dis-
joint matchings, each ToR will have a direct connection to
every other ToR within one full cycle of matchings.

RotorNet partitions these matchings across Nsw rotor
switches, as shown in Fig. 2(b). The number of match-
ings Nmsw per rotor switch is then given by Nmsw =

d(NR − 1)/Nswe. The use of parallel rotor switches each
with a small set of matchings per switch significantly improves
the overall time to cycle through all of the matchings.

RotorNet provides one direct connection between each pair
of end points every full cycle of matchings. A basic communi-
cation protocol could simply buffer traffic at end hosts until
a direct connection through an optical switch to the destina-
tion is available. Such a protocol would be ideal for uniform
or nearly uniform traffic. However, traffic in datacenters is
often heavily skewed, which would result in unused capacity
elsewhere in the network. Instead, we developed a protocol
called RotorLB, which detects skewed traffic conditions and
uses two-hop routing (i.e., valiant load-balancing) to improve
throughput to within 50%–100% of ideal throughput regard-
less of the degree of skew in the traffic pattern. One way to
interpret this is that RotorNet pays at most 50% in terms of
throughput to avoid the scheduling and control complexities
and slower switch reconfiguration speeds associated with reac-
tive optical circuit switching networks, which ultimately allows
RotorNet to support a wider range of workloads with lower
latency. Section 4 discusses alternate ways to send traffic in the
Opera architecture.

B. Scalability

RotorNet’s physical layer scalability stems from its relaxation
of switch-hardware requirements. In particular, rotor switches
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need only differentiate between a small number of matchings,
rather than a large number of ports, as is the case for a standard
switch. A standard N-port OCS implements a crossbar, mean-
ing it can be configured to any of N! matching patterns. This
flexibility limits the switching speed and radix of beam-steering
MEMS and piezoelectric OCSs because the physical require-
ments of each switching element are coupled to the switch
radix [14]. As a result, commercially available OCSs have
radices on the order of 300 ports and reconfiguration times
of tens to hundreds of milliseconds. Detailed physical-optics
design work has shown that rotor switches, on the other hand,
can scale to thousands of ports with reconfiguration times
of tens of microseconds, while maintaining an insertion loss
comparable to a commercial OCS [11].

Connecting thousands of ToRs together with conventional
OCSs requires those OCSs be cascaded in a multi-stage optical
topology, which introduces significant signal attenuation. For
example, a three-stage topology would be required to support
more than about 300 racks, which would incur a loss of about
9 dB with commercial OCSs. This higher signal attenuation,
in turn, requires higher sensitivity optical transceivers or opti-
cal amplification, which would almost certainly preclude using
OCSs in datacenters. Similarly, MEMS-actuated-waveguide
switches [7] that employ O(100)-port OCSs to connect
pods (instead of racks) replace less of the electronic network
and currently have high insertion loss, limiting their cost
effectiveness.

In addition to multi-stage insertion loss concerns, com-
mercially available OCSs reconfigure too slowly to support
most datacenter traffic. Only large traffic flows with seriali-
zation delays of hundreds of milliseconds to seconds can use
a conventional OCS efficiently. RotorNet supports flows
with millisecond-scale serialization delays efficiently (a 100×
improvement), and the Opera architecture extends this design
with support for microsecond-scale flows over an all-optical
switching core, eliminating the need for a less-cost-effective
hybrid network.

While rotor switching can address loss, radix, and switch-
ing speed concerns, it does impose architectural constraints
different from commercial OCSs. Specifically, larger networks
require a larger number of rotor switches to keep the total time
to cycle through the matchings low, in turn requiring more
ports at ToR switches. Coincidentally, the industry is moving
toward high-radix packet switching. For example, Facebook
recently employed 128-port× 100 Gb/s switches rather than
32-port× 400 Gb/s switches in their new F16 fabric. This
trend enables the larger number of rotor switches needed for
large-scale RotorNet deployments.

4. OPERA ARCHITECTURE

Opera [12] is an extension of the RotorNet architecture that
efficiently provisions network bandwidth for “bulk” traffic
while ensuring low-latency delivery for the remaining (small
fraction) of the traffic that cannot tolerate added delays.
While the basic RotorNet architecture requires some amount
of electronic switching to handle latency-sensitive traf-
fic [as shown in Fig. 2(b)], Opera routes both bulk and
latency-sensitive traffic using an entirely optically switched

network core. This section summarizes our recent work on the
implementation of the Opera architecture.

Like the RotorNet architecture discussed in Section 3,
Opera employs a time sequence of predetermined direct optical
connections between end points. However, Opera specifies the
connectivity such that at all times the set of active connections
forms an expander graph. Expander graphs are optimal in the
sense that they have the lowest possible expected path length
[15], meaning there are many potential short paths from a
given source to a particular destination, which makes them
desirable for latency-sensitive networks. They also have good
fault-tolerance properties because if a switch or link fails, there
are likely to be alternative paths through the network.

A. Enabling Low-Latency Connectivity

A key metric of network performance is flow completion
time (FCT). Providing low FCTs for latency-sensitive traffic
requires an “open connection” between every pair of end points
at every instant in time. In a network with multiple circuit
switches, this is not guaranteed when all switches reconfigure
simultaneously. To avoid this scenario and allow for low-
latency packet delivery, Opera leverages the parallelism of the
basic RotorNet topology and offsets the reconfigurations of cir-
cuit switches, as shown in Fig. 3. (Larger networks with many
rotor switches may have more than one switch reconfigure at
the same time.)

Referring to Fig. 2, there are Nsw uplinks for each ToR.
Each uplink is connected to a single rotor switch. The com-
plete inter-ToR network topology is then the union of Nsw

matchings. When the matchings are random and Nsw > 3, the
complete inter-ToR topology is an expander graph with high
probability [16]. Moreover, even when a switch is reconfigur-
ing, there are still Nsw − 1 active matchings. This means that
when Nsw > 4, the complete inter-ToR network topology will
still be an expander with high probability, no matter which
rotor switch is reconfiguring.

In Opera, the direct links in each expander graph provide
bandwidth-efficient connectivity for bulk traffic in a man-
ner similar to RotorNet. However, during the “dwell time”
in each expander graph topology, Opera can use indirect
routes through one or more intermediate ToR to send latency-
sensitive traffic. This means that on a per-packet basis, Opera
can either (1) immediately send a packet over the current

Fig. 3. Offsetting the reconfigurations of rotor switches permits
continuous network connectivity for latency-sensitive traffic. When
switch C is reconfiguring, connections from switch A and switch B
still provide network connectivity.
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network configuration, incurring a modest “bandwidth tax”
on this small fraction of traffic, or (2) buffer the packet and
wait until a direct link is established to the final destination,
providing a bandwidth efficient connection or, equivalently,
a low-bandwidth-tax connection. One way to determine the
“cutoff ” for which traffic should be sent using each approach
is to consider the flow serialization delay. Flows that have a
serialization delay longer than the time needed to cycle through
all matchings are best classified as “bulk” and buffered to be
sent using the RotorLB protocol, whereas flows with shorter
serialization delay are best classified as “latency sensitive” and
sent immediately over indirect paths. As discussed in more
detail in [12], the time to cycle through all matchings is on the
order of a few milliseconds in Opera networks. The net result is
a single optically switched network fabric that can support both
bulk and low-latency traffic, in contrast to the separate optical
and electronic networks using the hybrid approach shown in
Fig. 2(b).

B. Example Opera Network

Figure 4 shows a small-scale Opera network from [12]. Each of
the eight ToRs has four uplinks to four different rotor (circuit)
switches. By forwarding traffic through those ToRs, traffic
can reach any ToR to which they, in turn, are connected. ToR
forwarding is handled using time-indexed routing tables, and
is described in more detail in [12]. Each rotor switch has two
matchings, labeled A and B , and the complete set of eight
matchings is disjoint. In this example topology, any ToR pair
can communicate by utilizing any set of three matchings,
meaning complete connectivity is maintained regardless of
which matchings happen to be implemented by the switches at
a given time.

Figure 4 shows two network-wide configurations. In
Fig. 4(a) switches 2–4 are implementing matching A, and
in Fig. 4(b), switches 2–4 implement matching B . In both
cases, switch 1 is unavailable because it is reconfiguring.
Referring to the figure, racks 1 and 8 are connected directly
by the configuration shown in Fig. 4(b), and so the most
bandwidth-efficient way to send bulk data from 1 to 8 would
be to wait until matching B is instantiated in switch 2, and
then to send the data through that circuit; such traffic would
arrive at ToR 8 in a single hop. On the other hand, low-latency
traffic from ToR 1 to ToR 8 can be sent immediately, e.g., dur-
ing the configuration shown in Fig. 4(a), and simply take a
longer path to get to ToR 8. The traffic would hop from ToR
1 to ToR 6 (via switch 4), then to ToR 8 (via switch 2), using
two hops to complete the route. This two-hop path is less
bandwidth efficient and therefore has a higher bandwidth tax.
This is the fundamental trade-off in Opera.

C. Simulation of Opera

The performance of the Opera network was compared to two
other cost-comparable networks using several network work-
loads with different combinations of bulk and latency-sensitive
traffic. The first network was a 3:1 oversubscribed folded-Clos
(FC) network. The second network was a static expander graph
network with u = 7, meaning that there are seven uplinks from

(a)

(b)

Fig. 4. Opera topology with eight ToR switches and four rotor
circuit switches. Two different paths from rack 1 to rack 8 are high-
lighted: (a) two-hop path in red and (b) one-hop path in blue. Each
direct inter-rack connection is implemented only once per configura-
tion, while multi-hop paths are available between each rack pair at all
times (from [12]).

every ToR into the network. In general, for these simulations,
flows less than 15 MB were treated as low latency and routed
over indirect paths, while flows greater than 15 MB were
treated as bulk and routed over direct paths. Further details
on the specifics of the simulation and the results are given in
Section 5 of [12].

For the first workload, all flows were routed over direct
paths. This workload establishes a baseline for the bandwidth
efficiency of the Opera network compared to the other two
networks when only bulk traffic is considered. The workload
is an all-to-all shuffle operation using a flow size of 100 KB.
This value was derived from the median inter-rack flow size
reported in a Facebook Hadoop cluster [17] (c.f., Fig. 1).
Figure 5 shows the network throughput over time for the three
different networks.

The limited capacity of the 3:1 FC and the low band-
width efficiency (high bandwidth tax) of the static expander
network (exp) significantly extend the FCT of the shuffle oper-
ation, yielding 99th-percentile FCTs of 227 ms and 223 ms,
respectively. Opera’s direct bandwidth-efficient paths are band-
width tax free, allowing higher throughput and reducing the
99th-percentile FCT to 60 ms.

The second workload has a mixture of bulk and low-latency
traffic. For this simulation, we combine websearch traffic
(low latency) and shuffle traffic (bulk) in varying proportions.
Figure 6 shows the aggregate network throughput as a function
of websearch (low-latency) traffic load. While Opera “gives up”
a factor of two in low-latency capacity because of its relatively
under provisioned ToRs, it gains a factor of two to four in bulk
capacity from its bandwidth-efficient direct links. Further,
Opera delivers comparable FCTs to the baseline networks
across all flow sizes (see Section 5 of [12]).

In summary, Opera can accommodate a light overall low-
latency load with little to no degradation in FCTs while
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Fig. 5. Network throughput over time for a 100-KB all-to-all
shuffle workload. Opera carries all traffic over direct paths, greatly
increasing throughput (the small “step” down in Opera’s throughput
around 50 ms is due to some flows taking one additional cycle to
finish) (from [12]).

Fig. 6. Network throughput versus websearch traffic load for a
combined websearch/shuffle workload (from [12]).

significantly improving throughput for bulk traffic, making it a
good fit for many of today’s datacenter workloads.

5. NETWORK SYNCHRONIZATION

Precise synchronous injection of packets at the edge of a
circuit-switched network is essential to effectively utilize a
high-speed optical network. Modern operating systems are
inherently asynchronous, relying on interrupts, callbacks,
and batched operations. As such, common operating sys-
tems cannot precisely synchronize an end host with a circuit
switch at high data rates because they do not support real-time
guarantees necessary to ensure packets are sent at the precise
times required for a circuit-switched network. This means that
high-precision injection of packets at realistic line rates requires
some form of custom hardware.

The need for hardware-based synchronization was the moti-
vation for the development of Corundum [13]. Corundum
is an open-source FPGA-based NIC designed to provide
a network interface similar in performance to a commer-
cially available NIC, while enabling the implementation of
additional hardware features needed for circuit switching.
Corundum implements the standard IEEE 1588 precision
time protocol (PTP). The PTP implementation in Corundum
provides time synchronization to a precision of better than
100 ns, requiring around 10 sync packets per second. The
net result is sub-microsecond precision time synchronization
across multiple hosts with minimal overhead.

Combined with an efficient direct memory access (DMA)
engine to transfer data from host memory, the unique open-
source features of Corundum provide the capability to control
packet transmissions with microsecond precision, enabling
operation with microsecond-scale optical switches with no
additional software overhead. The development of such
a network interface enables the construction of practical
sub-microsecond circuit-switched networks at scale.

Corundum also provides direct access to physical-layer
components, enabling exhaustive in situ physical-layer BER
link characterization. This unique measurement capability will
be discussed further in Section 6.C.

A. Overview of Corundum

A high-level block diagram of the Corundum architecture is
shown in Fig. 7. Corundum consists of 3 main nested modules.
The top-level module primarily contains support and interfac-
ing components. These components include a DMA interface,
the IEEE 1588 PTP hardware clock that synchronizes network
components, and Ethernet interface components including
medium access controllers (MACs), physical layers (PHYs),
and associated serializers. The top-level module also includes
one or more interface module instances. Each interface module
corresponds to an operating-system-level network interface
(e.g., eth0). Each interface module contains the queue manage-
ment logic, which maintains the queue state for all of the NIC
queues. Each port module contains a transmit scheduler and
transmit and receive engines.

At the host, there are multiple packet queues set up depend-
ing on the number of connected end hosts. Based on the rotor
switch matching schedule, Corundum “pulls” data from the
queues in main memory across the peripheral component
interconnect express (PCIe) bus using DMA. RotorNet’s deter-
ministic performance and behavior greatly simplify this task,
since complex non-deterministic polynomial-time hardness
(NP-hard) scheduling problems are not required. Corundum
then organizes these packets into a separate schedule for each
uplink of the parallel network shown in Fig. 2(b).

Transfers into and out of host memory must ultimately
be controlled by the operating system and device driver. To
that end, hardware queues are used to enable communication
between the device driver and the NIC. The driver is respon-
sible for initializing the hardware, allocating DMA accessible
memory for all of the queues, and passing packets between the
networking stack and the NIC.

The queue management logic is specifically designed to
support a large number of transmit queues so that traffic can

Fig. 7. High-level block diagram of a Corundum FPGA-based
NIC (from [13]).
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Fig. 8. Interface between the Corundum FPGA-based NIC and
an optical switch. The packet switch instantiates PTP. This protocol
is then used to synchronize each server containing a Corundum
FPGA-based NIC with the rotor switch.

be controlled by the NIC on a per-destination basis. The cur-
rent design of Corundum can support over 1000 queues and
multiple ports per network interface.

B. Corundum in RotorNet

A simplified block diagram of how Corundum is interfaced
with Rotornet is shown in Fig. 8. To support RotorNet, we
implemented a reference design for TDMA with a fixed
schedule on Corundum. Operating in a circuit-switched envi-
ronment requires precise control of packet transmit timing,
synchronized between the optical rotor switch and the end
hosts. IEEE 1588 PTP uses hardware timestamping to enable
time synchronization over the network with sub-microsecond
precision. A PTP clock and PTP transmit and receive times-
tamping support have been implemented on Corundum, along
with driver support. PTP is also used to control the speed of
the rotor switch, which is discussed in Section 6.C.

TDMA is implemented by enabling and disabling queues
in the transmit scheduler according to PTP time, under the
control of the TDMA scheduler control module. Timing
signals for the TDMA schedule are generated from PTP time.
Using a maximum transmissoin unit (MTU) of 9 kB and eight
instances of the network performance measurement tool iperf3,
Corundum achieved a data rate of 94.0 Gb/s and could control
the data leaving the NIC with a precision of two packet lengths
or 1.4 µs. This precision is 7% of the nominal 20 µs switching
speed of the rotor switch.

The TDMA scheduler was then configured to run a sched-
ule with period 200 µs containing two timeslots of 100 µs,
enabling all transmit queues in the first timeslot and disabling
them in the second timeslot for an overall duty cycle of 50%.
In this configuration, the throughput dropped to 48.5 Gb/s,
which is nearly the expected value of 94.0/2= 47.0 Gb/s.
Further details are provided in [13].

6. OPTICAL ROTOR SWITCH

RotorNet and Opera are based on rotor switches, which are
optical switches that sequentially and periodically route a
group of fiber inputs through a limited set of predetermined
network connection patterns. The network connection pat-
terns themselves are “hard-wired” into the switch using passive
optics (e.g., fiber patch panels in our prototype). Sequential
reconfiguration between these connection patterns is per-
formed by a rotating disk that has been patterned with a set of
diffraction gratings on its surface (resembling a pinwheel). A

Fig. 9. (a) Pinwheel switch layout showing four beam deflection
states and the optical relay between the fiber arrays and the disk.
Photographs of (b) the benchtop prototype switch, (c) the fiber array,
and (d) the grating pinwheel.

schematic of this pinwheel switch is shown in Fig. 9(a). The
switch can make use of commercial magnetic hard-drive plat-
ters and spindles, which have both been engineered for high
reliability. At a rotation rate of 7200 rpm (standard for hard-
drive spindles), the switch can achieve a 15 µs reconfiguration
time for 61 single-mode fiber signals, which is three orders of
magnitude faster than a conventional MEMS beam-steering
optical switch. This is also 10 times faster than our previous
“selector switch” prototype [11], which provided random
access (rather than sequential access) to the same number of
connection patterns using a MEMS tilt mirror. The pinwheel
achieves this speedup by decoupling the beam-steering angle,
optical aperture, and actuator mechanics, which are inherently
coupled in MEMS tilt mirror devices.

This switching platform is compatible with both single-
mode and multimode signaling, and optimized designs provide
a unique combination of high port count (>1000), low inser-
tion loss (≈3 dB), and a fast switch reconfiguration time
(<20 µs) [11]. Because of their simplified internal design,
rotor switches can scale to thousands of ports and tens of
connection patterns while remaining practical to build and
deploy.



Research Article Vol. 12, No. 12 / December 2020 / Journal of Optical Communications and Networking 385

A. Operation of a Rotor Switch

Figure 9(a) shows the basic layout and operating principle of
the pinwheel rotor switch. A 4-f relay is used to image a two-
dimensional array of 61 single-mode input signals onto a disk
patterned with blazed diffraction gratings near its perimeter.
As the disk spins, each grating sector diffracts the beam into
one of four directions. Were the grating grooves simply linear,
the beam angle would wander as the disk rotated through each
sector. To avoid this, we conformally map each grating region
to an annular sector, enabling quasi-static beam steering with
no beam wander within each sector as the disk rotates. The
pupil of the 4-f relay optic is divided using an array of lenses
so that after diffraction by the grating, the input signal array is
imaged onto one of four output fiber arrays. For this prototype,
a fiber patch panel is used to implement the connection pattern
for each of the four fiber arrays. These four connection patterns
define the four network topologies that the rotor switch cycles
through.

B. Switch Assembly and Characterization

Figure 9(b) shows the assembled benchtop prototype rotor
switch with the optical track mounted to a robust rail system.
Figure 9(c) shows the end-face of a Chiral Photonics optical
fiber array used in the switch [18]. Five fiber arrays are pack-
aged into a rigid glass mounting fixture, which obviates the
need for individual fiber positioning stages and eliminates
positional drift of the arrays over time. Figure 9(d) shows
the pinwheel switching element, which was fabricated by
direct-write grayscale laser lithography. The pinwheel disk was
mounted onto a commodity hard-drive spindle. We repeated
the four unique grating sectors 14 times each (for a total of 56
sectors) so the reconfiguration time for the entire fiber array
would be 10% of the dwell time in each switch state (for a 90%
duty cycle).

At 5000 rpm, the measured reconfiguration time for an
individual fiber channel was 500 ns, and the measured recon-
figuration time for the entire 61-channel array was 25 µs
[Fig. 10(a)]. Reconfiguration time is proportional to disk
speed, enabling sub-10-µs reconfiguration with commodity
15,000 rpm spindles.

Figure 10(b) shows spectral transmission measurements for
a representative switch port. To test the custom-fabricated 4-f
relay optics, we first positioned the pinwheel so an unpatterned
region (acting as a flat mirror) reflected the signal to couple
back into the input fiber, double-passing the 4-f relay, which
corresponds to a single pass through the switch. Using a fiber-
optic circulator, we measured a maximum loss of 0.5 dB over a
120 nm spectrum. Next we aligned the pinwheel so the signal
diffracted from the grating and coupled into one of the output
fiber arrays. The loss was between 3.5 dB and 4.5 dB over the
same 120 nm spectrum (including approximately 0.5 dB of
polarization-dependent loss).

The primary source of loss in the current prototype switch
comes from low diffraction efficiency in the prototype pin-
wheel. We are currently refabricating the pinwheel to improve
its diffraction efficiency. Initial measurements indicate the
potential to reduce loss by nearly 2 dB per pass using a refabri-
cated pinwheel, yielding a projected total double-pass switch

Fig. 10. (a) Full-array switch reconfiguration at 5000 rpm (2 µs
detector response). Colors indicate the fiber connection measured
within the fiber array. (b) Single-pass spectral transmission of the relay
optics and switch.

loss of about 4 dB. While this is about 1 dB greater loss than
that of commercial switches [8,10], it still permits the use of
commercial transceiver technology; as shown in the following
subsections, commodity PSM4 transceivers have a sufficient
link margin to close a link through the current prototype rotor
switch.

C. Data Transmission Through the Rotor Switch

Synchronized data transmission experiments were conducted
in a network testbed. To enable these measurements, the bread-
board version of the switch was “ruggedized” in a standard
6U enclosure for rack mounting. This ruggedized prototype
is shown in the top of Fig. 11. The racked switch was then
connected to nine servers in the testbed shown in the bottom
of Fig. 11.

The Corundum FPGA-based NIC discussed in Section 5
controlled the synchronization between the end hosts in the
testbed and the rotor switch using PTP, as shown in Fig. 12.
Referring to this figure, a 40G Arista packet switch was used as
a PTP boundary clock. To control the rotor switch, an addi-
tional end-host with a different FPGA-based NIC (ExaNIC)
was used to generate an analog square-wave locked to the
PTP signal from the Arista switch. To control the spindle
motor on the pinwheel switch, we modified the firmware of
an open-source motor driver (ODrive) to accept an external
pulse-per-revolution analog signal from the ExaNIC card
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Fig. 11. Top: assembled rotor switch in a “ruggedized” rack
mountable enclosure. Bottom: racked rotor switch in a small-scale
system testbed.

Fig. 12. Block diagram of the synchronization of the network.

and phase-locked the motor to that signal in an open-loop
configuration. At a speed of 5000 rpm, the motor controller
maintained the pinwheel phase to within 15 µs over time
intervals exceeding 2 h.

D. BER Measurements

BER measurements were performed for a complete double-
pass through the rotor switch using a gated BER detector that
was implemented on Corundum. Figure 13 illustrates the
experimental setup. The FPGA design contained multiple
instances of a gated error detector, all connected to the same

Fig. 13. Gated BER measurement used to test synchronous data
transmission through the rotor switch.

receiver. A trigger generator was designed to gate each error
detector instance as well as generate the synchronization signal
for the motor controller. When the disc is phase-locked to the
trigger signal, the gating signals can be adjusted to measure the
error rate of each grating sector on the pinwheel in parallel.

For this set of experiments, a COTS 40G PSM4 QSFP+
transceiver was used. This transceiver had a measured error
rate of 10−9 when 15.7 dB of link attenuation was added. A
pseudo-random binary sequence (PRBS) was generated in
the Corundum NIC. The number of instances of the gated
BER measurement implemented on each NIC depends on
the network configuration and number of uplinks per node.
The experiment used a nine-server testbed with three 10 Gb/s
uplinks per server connected to separate tracks of a single rotor
switch. This switch was configured to support 54 periodic net-
work configurations (three configurations repeated 18 times)
for each uplink.

The gated BER measurement module on the Corundum
NIC can concurrently acquire 32 time bins for each of the
54 configurations. The switch reconfigures every 222 µs, so
capturing 128 bins per configuration in four offset measure-
ments results in a resolution of 1.7 µs. Each NIC collected
3× 54× 32= 5184 concurrent measurements. Across the
nine hosts, a total of 5184× 9= 46,656 concurrent measure-
ments can be collected. This kind of automated diagnostic
analysis is essential for identifying and correcting link-level
problems in large-scale optically switched networks.

The BER measurements for one of three Rx channels on two
hosts are shown in Fig. 14 in the form of a “heatmap” with the
y axis denoting the network configuration. The x axis is the
time offset for a transmission window of 222 µs. Each 222 µs
slot was divided into 128 1.7 µs slots for a measurement. The
heatmap shown in Fig. 14 shows color-coded BER versus time
for one input connection through 54 sectors of one full disk
rotation. The system-level switching time of approximately
40 µs is the width of the yellow band of high errors shown in
Fig. 14. This system-level switching time includes the physical
switch reconfiguration time (≈22 µs), the automatic gain
control (AGC), and clock-data recovery lock time (≈10 µs)
for a switched connection with a small power offset during the
switch reconfiguration, and the disk synchronization (≈10 µs)
associated with the motor controller. It does not include the
Ethernet 64b/66b frame sync or the NIC transmit timing
accuracy.
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Fig. 14. Selection of time-resolved BER heatmaps from the
network BER measurements, representing 2 out of 27 receivers.

E. Power Offsets Across a Switch Reconfiguration

As can be seen in the two heatmaps shown in Fig. 14, there is a
large variation in the time-resolved BER for different network
connections. This variation occurs because the lock time of
the receiver is a function of the optical power offset across a
switch reconfiguration. This power offset is a combination
of differences in transmit power between transceivers and
path-dependent loss through the optical network. For specific
connections, such as the connections shown in the heatmap
on the left of Fig. 14, the power offset is small for most con-
nections. This leads to similar lock-time characteristics after a
switch reconfiguration.

For specific connections, we used the synchronization capa-
bilities of the Corundum NIC to run an unmodified server
application called iperf , which is a standard networking char-
acterization tool. Our ability to run iperf over the RotorNet
testbed using COTS transceivers and a standard network
stack that includes Transmission Control Protocol (TCP)
demonstrates the viability of Opera/RotorNet in a datacenter
environment when there is little or no power offset during a
switch reconfiguration.

For other connections, such as some of those shown in the
heatmap on the right side of Fig. 14, variable power offsets
across a switch reconfiguration led to variable lock times [19].
In turn, the variable lock times led to extended time intervals
over which there was a high BER, as indicated by the red-hued
lines in the heatmap on the right of Fig. 14.

Figure 15 quantifies the effect of a power offset on the lock
time across a switch reconfiguration between two channels
denoted A and B . The switch used for this experiment had a
76 ns reconfiguration time, 0.4 dB insertion loss, and −28 dB
crosstalk. The fast reconfiguration time was used to isolate the
locking dynamics of the transceiver from the dynamics of the
optical switch.

The top part of the figure is a BER heatmap with the y axis
being the power offset ratio 10 log10(PA/PB ) between the
two channels and the x axis being time. The mean channel
attenuation for both channels was set to 10 dB to emulate a
realistic optical network. The times to achieve BER= 10−8 as
a function of the power offset for both switch reconfigurations
are shown below the heatmap.

The figure shows a smooth increase in the lock time as a
function of the power offset. This behavior is consistent with

Fig. 15. Top: BER heatmap of a COTS 10 Gb/s transceiver
when switched between two transmit channels A and B with a
mean attenuation of 10 dB that are offset in power from the mean.
Bottom: extracted lock times to achieve a BER of 10−8 for both
switch reconfigurations.

an optical receiver circuit that uses AC coupling between gain
stages [20] so that the threshold detection circuits must wait
until the capacitor recharges before it can lock onto the new
data stream. Other transceivers did not exhibit this behavior
and cannot be explained by a simple time constant.

The longer reconfiguration time of a rotor switch can sig-
nificantly change the lock-time characteristics compared to
the fast switch results shown in Fig. 15 [19]. For example, for
a 20 µs switch reconfiguration time, which is representative
of a rotor switch, one COTS transceiver that was tested had
a nearly constant lock time with a weak dependence on the
power offset. For the same reconfiguration time, other trans-
ceivers showed a much stronger dependence of the lock time
on the power offset.

The differences in the lock times are likely due to the part
of the receiver that sets the threshold. Under the premise that
the transceiver that had nearly a constant lock time uses AC
coupling, the resistor–capacitor (RC) time constant is much
shorter than the 20 µs reconfiguration time so that the capaci-
tor completely discharges. In this case, the receiver “forgets”
where the threshold was set and needs to re-lock after every
switch reconfiguration. Other transceivers show a greater
dependence on the power offset. This behavior is again not
surprising because COTS transceivers are not designed for
burst-mode optical switching.
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These results also demonstrate the importance of matching
the locking characteristics of the transceivers to the recon-
figuration time of the optical switch. Without a burst-mode
standard for datacom transceivers or detailed knowledge of the
COTS transceivers, this matching must be done empirically on
a case-by-case basis.

7. FUTURE WORK

Our future work focuses on three key areas. The first is iden-
tifying additional workloads for which the Opera/RotorNet
architecture is a viable alternative to existing datacenter net-
works. Our initial results in [12], summarized in Section 4.C,
indicate that Opera can provide an improvement in network
throughput for map-reduced style workloads with large corre-
lated shuffle operations (e.g., sorting), as well as “heavy-tailed”
workloads in which most of the communicated bytes are con-
tained in large “bulk” transfers (e.g., Microsoft’s published
datamining workload [21]). Opera also shows promise for
large-block I/O for parallel filesystems. As part of our ongoing
work, we are developing a framework to identify additional
workloads that can benefit from our optical networking
architectures, and are considering both hyperscale datacen-
ter workloads and high-performance computing (HPC)
workloads.

The spectrum of workloads can be loosely classified along
two dimensions—the first is the distribution of communi-
cation payload sizes. Flow and message payloads can span
anything from a few bytes to very large, bulk transfers that
are measured in mega- or even gigabytes of data per transfer.
The second dimension is the spatial and temporal structure
of the communication pattern. At one end of this spectrum is
random communication that is impossible to predict and is
therefore exceptionally challenging to optimize hardware for,
and at the other end are highly structured communication rou-
tines that can be easily and concisely described. Our goal is to
determine regions in this application space where optical net-
working architectures can provide performance improvements
over existing architectures.

Our second focus area is completing the implementation of
the Opera architecture in an end-to-end system-level testbed.
This implementation will leverage the unique functionality
of the Corundum FPGA-based NIC, which will handle the
low-level processing required to implement Opera in real time.
The complete testbed will allow us to measure and validate
Opera’s networking performance and compare it with the
simulations shown in Section 4.C. The calibrated simulations
can then be used to determine a validated relationship between
the optical switch reconfiguration time and the fraction of
traffic that Opera can support over direct connections. The jus-
tification for the use of Opera becomes stronger as the switch
reconfiguration time decreases and more traffic can be carried
over direct connections. Determining a validated model of this
relationship is a key goal of future work within LEED.

Finally, we are working with industrial partners to deter-
mine conditions under which COTS transceivers can be used
with our optical networking architectures without the system
impairments in our current testbed. Our preliminary results
[19] indicate that commercial transceivers may be viable

for prototyping, but are probably not viable for large-scale
commercial deployments without new optical interconnect
standards. A large effort within LEED, which was not dis-
cussed in this paper, is the development of cost-effective
burst-mode interconnect technology that can be used with a
rotor switch without the need for optical amplification.

In conclusion, the optical networking research conducted
within LEED has shown both the promise of optical net-
working for computing applications as well as the additional
work required for optical networking to become a practical
alternative to conventional networking. Nevertheless, as the
optical switching hardware and control plane improve and the
appropriate network interface capabilities are developed, it is
anticipated that optical switching will begin to replace standard
packet switching for application-specific workloads.
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